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Abstract

In this paper, we consider a class of stochastic mathematical programs with equilibrium constraints (SMPECs) that has been discussed by Lin and Fukushima (2003). Based on a reformulation given therein, we propose a regularization method for solving the problems. We show that, under a weak condition, an accumulation point of the generated sequence is a feasible point of the original problem. We also show that such an accumulation point is S-stationary to the problem under additional assumptions.
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1 Introduction

Mathematical program with equilibrium constraints (MPEC) plays an important role in many fields such as engineering design, economic equilibrium, multilevel game, and mathematical programming itself, and it therefore has been receiving much attention in the optimization world, see the monograph [9]. Recently, a class of more practical problems, called stochastic mathematical programs with equilibrium constraints (SMPECs), has
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been studied [7, 8, 11]. It has been shown that many decision problems can be formulated as SMPECs in practice. Moreover, SMPECs have also close connection with the well-known two-stage stochastic programs with recourse. See [7, 8] for more details.

In this paper, assuming that the underlying sample space \( \Omega \) is discrete and finite, i.e., \( \Omega = \{ \omega_1, \omega_2, \cdots, \omega_L \} \) for some integer \( L > 0 \), we consider the here-and-now model [7, 8] of SMPECs:

\[
\begin{align*}
\text{minimize} & \quad f(x, y) + \sum_{\ell=1}^{L} p_\ell d^T z_\ell \\
\text{subject to} & \quad g(x, y) \leq 0, \quad h(x, y) = 0, \\
& \quad y \geq 0, \quad N_\ell x + M_\ell y + q_\ell + z_\ell \geq 0, \\
& \quad y^T (N_\ell x + M_\ell y + q_\ell + z_\ell) = 0, \\
& \quad z_\ell \geq 0, \quad \ell = 1, \cdots, L.
\end{align*}
\]

Here, the functions \( f : \mathbb{R}^{n+m} \to \mathbb{R}, g : \mathbb{R}^{n+m} \to \mathbb{R}^s_1, h : \mathbb{R}^{n+m} \to \mathbb{R}^s_2 \) are all continuously differentiable, \( d \in \mathbb{R}^m \) is a constant vector with positive elements and, for each \( \ell \), \( N_\ell := N(\omega_\ell) \in \mathbb{R}^{m \times n}, M_\ell := M(\omega_\ell) \in \mathbb{R}^{m \times m}, \) and \( q_\ell := q(\omega_\ell) \in \mathbb{R}^m \) are given matrices and vectors associated with the random event \( \omega_\ell \), \( z_\ell \in \mathbb{R}^m \) is a recourse variable, \( p_\ell \) denotes the probability of \( \omega_\ell \) and is assumed to be positive throughout.

In the here-and-now model (1.1), \( x \) denotes the upper-level decision variable, \( y \) represents the lower-level decision variable, and both the decisions \( x \) and \( y \) need to be made at once, before a random event is observed. This is in contrast with the wait-and-see model as studied in [11], where the lower-level decision is made after a random event is observed. It has been shown that many problems including the stochastic linear complementarity problem can be formulated as this kind of here-and-now models [8]. However, it is well-known that problem (1.1) does not satisfy a standard constraint qualification such as the linear independence constraint qualification (LICQ) or the Mangasarian-Fromovitz constraint qualification (MFCQ) at any feasible point [3], so that the conventional theory of nonlinear programming cannot be applied to this problem directly.

Based on some reformulations, two penalty methods have been proposed for solving problem (1.1) in [8]. In addition, a smoothing implicit programming method incorporating a penalty technique has been suggested for solving a similar problem in [7]. However, like the penalty methods in standard nonlinear programming, the methods suggested in [7, 8] cannot ensure the feasibility of a limit point of a generated sequence in general. In this paper, we will present a regularization method for problem (1.1) and show that, under a quite weak condition, an accumulation point of the generated sequence is a feasible point of the original problem. We will also establish global convergence to an S-stationary point of the problem under additional assumptions.

The following notations will be used in this paper: All vectors are regarded as column vectors and \( w[i] \) stands for the \( i \)th element of vector \( w \in \mathbb{R}^n \), whereas for a matrix \( M \), we denote by \( M[i] \) the column vector whose elements consist of the \( i \)th row of \( M \). For any vectors \( u \) and \( v \) of the same dimension, \( u \perp v \) means \( u^T v = 0 \). Given a function
F : \mathbb{R}^n \rightarrow \mathbb{R}^r$ and a vector $w \in \mathbb{R}^n$, $\nabla F(w)$ denotes the transposed Jacobian of $F$ at $w$ and $\mathcal{I}_F(w) := \{ i \mid F_i(w) = 0 \}$ stands for the active index set of $F$ at $w$. In addition, $I$ and $O$ denote the identity matrix and the zero matrix of suitable dimension, respectively.

## 2 Preliminaries and Regularization Method

In this section, we propose a regularization method for problem (1.1). We first recall some basic concepts. Since problem (1.1) is equivalent to the following ordinary MPEC (2.1),

\begin{align*}
\text{minimize} & \quad f(x, y) + d^T z \\
\text{subject to} & \quad g(x, y) \leq 0, \quad h(x, y) = 0, \\
& \quad y - Dy = 0, \quad z \geq 0, \\
& \quad y \geq 0, \quad Nx + My + q + z \geq 0, \\
& \quad y^T(Nx + My + q) = 0,
\end{align*}

we will employ the same stationary concepts as in the literature on MPECs:

\begin{align*}
\text{minimize} & \quad f(x, y) + d^T z \\
\text{subject to} & \quad g(x, y) \leq 0, \quad h(x, y) = 0, \\
& \quad y - Dy = 0, \quad z \geq 0, \\
& \quad y \geq 0, \quad Nx + My + q + z \geq 0, \\
& \quad y^T(Nx + My + q) = 0,
\end{align*}

where $y \in \mathbb{R}^{mL}, z := (z_1^T, \ldots, z_L^T)^T \in \mathbb{R}^{mL}$, and

\begin{align*}
d := \begin{pmatrix} p_1 d \\ \vdots \\ p_L d \end{pmatrix}, \quad D := \begin{pmatrix} I \\ \vdots \\ I \end{pmatrix}, \quad N := \begin{pmatrix} N_1 \\ \vdots \\ N_L \end{pmatrix}, \quad M := \begin{pmatrix} M_1 \\ \vdots \\ O \end{pmatrix}, \quad q := \begin{pmatrix} q_1 \\ \vdots \\ q_L \end{pmatrix}.
\end{align*}

Suppose that $(x^*, y^*, y^*, z^*)$ is a feasible point of problem (2.1).

**Definition 2.1** We say $(x^*, y^*, y^*, z^*)$ is a $B$-stationary point of the MPEC (2.1) if

\begin{align*}
v^T \begin{pmatrix} \nabla f(x^*, y^*) \\ 0 \\ d \end{pmatrix} \geq 0, \quad \forall v \in \mathcal{T}(x^*, y^*, y^*, z^*),
\end{align*}

where $\mathcal{T}(x^*, y^*, y^*, z^*)$ stands for the tangent cone of the feasible region of problem (2.1) at $(x^*, y^*, y^*, z^*)$.

**Definition 2.2** We say $(x^*, y^*, y^*, z^*)$ is an $S$-stationary point of (2.1) if there exist multipliers vectors $\lambda, \mu, \nu, \alpha, \beta,$ and $\gamma$ such that

\begin{align*}
\begin{pmatrix} \nabla_x f(x^*, y^*) \\ \nabla_y f(x^*, y^*) \\ 0 \\ d \end{pmatrix} + \begin{pmatrix} \nabla_x g(x^*, y^*) \\ \nabla_y g(x^*, y^*) \end{pmatrix} \lambda + \begin{pmatrix} \nabla_x h(x^*, y^*) \\ \nabla_y h(x^*, y^*) \end{pmatrix} \mu \\
+ \begin{pmatrix} O \\ -D^T \\ I \\ O \end{pmatrix} \nu - \begin{pmatrix} O \\ O \\ O \\ I \end{pmatrix} \alpha - \begin{pmatrix} O \\ O \\ I \\ O \end{pmatrix} \beta - \begin{pmatrix} N^T \\ 0 \\ M^T \\ I \end{pmatrix} \gamma = 0,
\end{align*}

where $D = \begin{pmatrix} D_1 & \cdots & D_L \end{pmatrix}$.
0 \leq \lambda \perp (-g(x^*, y^*)) \geq 0, \quad \text{(2.4)}
0 \leq \alpha \perp z^* \geq 0, \quad \text{(2.5)}
y^* \geq 0, \quad \text{(2.6)}
y^*[i] > 0 \Rightarrow \beta[i] = 0, \quad \text{(2.7)}
Nx^* + My^* + q + z^* \geq 0, \quad \text{(2.8)}
(Nx^* + My^* + q + z^*)[i] > 0 \Rightarrow \gamma[i] = 0, \quad \text{(2.9)}
\beta[i] \geq 0, \gamma[i] \geq 0, \quad \forall i \in \mathcal{I} := \{i \mid y^*[i] = (Nx^* + My^* + q + z^*)[i] = 0\}. \quad \text{(2.10)}

In the above definitions, B and S stand for Bouligand and strong, respectively. It is well-known [12] that any S-stationary point of (2.1) must be a B-stationary point of problem (2.1).

Note that problem (2.1) is different from ordinary MPECs because of the existence of the special constraints $y - Dy = 0$. This restriction makes the problem harder to deal with than ordinary MPECs. In order to look for some effective methods for solving problem (1.1), some equivalent reformulations of problem (1.1) have been introduced recently [8]. In particular, for any $x \in \mathbb{R}^n$, $y \in \mathbb{R}^m$, and each $\ell$, it has been shown that the set

$$Z_\ell(x, y) := \left\{ z_\ell \left| \begin{array}{c}
y^T(N_\ell x + M_\ell y + q_\ell + z_\ell) = 0 \\
N_\ell x + M_\ell y + q_\ell + z_\ell \geq 0, \quad z_\ell \geq 0
\end{array} \right. \right\}$$

is nonempty if and only if

$$Q_\ell(x, y) := \sup \left\{ -(u + ty)^T(N_\ell x + M_\ell y + q_\ell) \mid u + ty \leq d, \quad u \geq 0, \quad t \leq 0 \right\}$$

is finite. Based on this observation, we obtain the model

$$\text{minimize} \quad f(x, y) + \sum_{\ell=1}^{L} p_\ell Q_\ell(x, y) \quad \text{(2.11)}$$
$$\text{subject to} \quad g(x, y) \leq 0, \quad h(x, y) = 0, \quad y \geq 0.$$

Furthermore, we have the following result.

**Theorem 2.1** [8] If $(x^*, y^*)$ solves problem (2.11), then there exist $z_\ell^*, \ell = 1, \ldots, L$, such that $(x^*, y^*, z_1^*, \ldots, z_L^*)$ solves problem (1.1). Conversely, if $(x^*, y^*, z_1^*, \ldots, z_L^*)$ solves problem (1.1), then the point $(x^*, y^*)$ solves problem (2.11).

In what follows, we denote by $\mathcal{F}_1$ and $\mathcal{F}_2$ the feasible regions of problems (1.1) and (2.11), respectively. The next result will be used later on.

**Theorem 2.2** [8] Suppose that $(x, y)$ satisfies $g(x, y) \leq 0, h(x, y) = 0$, and $y \geq 0$. Then the following statements are equivalent:

(i) $Q_\ell(x, y) < +\infty$ for every $\ell = 1, \ldots, L$. 
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(ii) For any $i$ and any $\ell$, there holds

$$y[i](N_\ell x + M_\ell y + q_\ell)[i] \leq 0.$$  \hfill (2.12)

(iii) The point $(x, y, z_1, \ldots, z_L)$ with $z_\ell := \max(-(N_\ell x + M_\ell y + q_\ell), \ 0), \ \ell = 1, \ldots, L,$ is a feasible point of problem (1.1).

On the other hand, we note that, for every $\ell$, the function $Q_\ell$ may be neither finite-valued nor differentiable everywhere in general. We next introduce a smooth approximation of this function: Let $\epsilon$ be a positive parameter. For each $\ell$, we define the function $Q_\ell^\epsilon : \mathbb{R}^n \times \mathbb{R}^m \to [0, +\infty)$ as follows:

$$Q_\ell^\epsilon(x, y) := \max \left\{ -(u + ty)^T(N_\ell x + M_\ell y + q_\ell) - \frac{\epsilon}{2}(t^2 + \|u\|^2) \mid u + ty \leq d, \ u \geq 0, \ t \leq 0 \right\}.$$ \hfill (2.13)

By the convex programming theory, any Karush-Kuhn-Tucker point of the problem

$$\begin{align*}
\text{maximize} & \quad -(u + ty)^T(N_\ell x + M_\ell y + q_\ell) - \frac{\epsilon}{2}(t^2 + \|u\|^2) \\
\text{subject to} & \quad u + ty \leq d, \ u \geq 0, \ t \leq 0
\end{align*}$$ \hfill (2.14)

must be an optimal solution and, since $\epsilon > 0$, problem (2.14) indeed has a unique optimal solution. This implies that the function $Q_\ell^\epsilon$ is well-defined for each $\ell$. We next show that $Q_\ell^\epsilon$ is differentiable everywhere. To this end, let

$$\begin{align*}
\hat{c}(x, y, u, t) & := u + ty - d, \\
\hat{c}(x, y, u, t) & := -u, \\
\tilde{c}(x, y, u, t) & := t,
\end{align*}$$

and define the Lagrangian for (2.14) as

$$L_\ell^\epsilon(x, y, u, t, c, \eta, \xi) := (u + ty)^T(N_\ell x + M_\ell y + q_\ell) + \frac{\epsilon}{2}(t^2 + \|u\|^2) + \zeta^T \hat{c}(x, y, u, t) + \eta^T \tilde{c}(x, y, u, t) + \xi \tilde{c}(x, y, u, t).$$

Note that $\nabla_{(u, t)}^2 L_\ell^\epsilon(x, y, u, t, c, \eta, \xi) \equiv \epsilon I$.

**Lemma 2.1** For any $(x, y) \in \mathbb{R}^{n+m}$, let $u_\ell := u(x, y)$ and $t_\ell := t(x, y)$ be the unique optimal solution of problem (2.14) and $\zeta_\ell := \zeta(x, y), \eta_\ell := \eta(x, y), \xi_\ell := \xi(x, y)$ be the corresponding Lagrangian multiplier vectors. Then,

(a) for any $(u, t) \in \mathbb{R}^{m+1}$, there holds

$$(u, t)^T \nabla_{(u, t)}^2 L_\ell^\epsilon(x, y, u_\ell, t_\ell, \zeta_\ell, \eta_\ell, \xi_\ell)(u, t) \geq \epsilon \|(u, t)\|^2,$$

(b) the linear independence constraint qualification is satisfied at $(x, y, u_\ell, t_\ell)$, that is, the set of vectors

$$\left\{ \nabla_{(u, t)} \hat{c}_i(x, y, u_\ell, t_\ell), \nabla_{(u, t)} \tilde{c}_j(x, y, u_\ell, t_\ell), \nabla_{(u, t)} \bar{c}(x, y, u_\ell, t_\ell) \mid i \in I_\ell(x, y, u_\ell, t_\ell), j \in I_\ell(x, y, u_\ell, t_\ell) \right\}$$
when \( t_\ell = 0 \), or

\[
\left\{ \nabla_{(u_\ell,t)} \tilde{c}_i(x, y, u_\ell, t_\ell), \nabla_{(u_\ell,t)} \tilde{c}_j(x, y, u_\ell, t_\ell) \mid i \in I_\ell(x, y, u_\ell, t_\ell), j \in I_\ell(x, y, u_\ell, t_\ell) \right\}
\]

when \( t_\ell \neq 0 \), is linearly independent.

**Proof:** It is obvious that (a) holds. Moreover, since for any index set \( I \subseteq \{1, \ldots, m\} \), the set of vectors

\[
\left\{ \nabla_{(u_\ell,t)} \tilde{c}_i(x, y, u_\ell, t_\ell), \nabla_{(u_\ell,t)} \tilde{c}_j(x, y, u_\ell, t_\ell), \nabla_{(u_\ell,t)} \tilde{c}(x, y, u_\ell, t_\ell) \mid i \in I, j \notin I \right\}
\]

must be linearly independent and, in addition, there always holds

\[
I_\ell(x, y, u_\ell, t_\ell) \cap \overline{I_\ell(x, y, u_\ell, t_\ell)} = \emptyset,
\]

we see that (b) is true.

Thus, by Theorem 2 in [5, page 130], we have the following result immediately.

**Theorem 2.3** The functions \( u(x, y), t(x, y), \zeta(x, y), \eta(x, y) \) and \( \xi(x, y) \) given in Lemma 2.1 are well-defined and continuous. Furthermore, the function \( Q_\ell^\varepsilon \) defined by (2.13) is differentiable everywhere and

\[
\nabla Q_\ell^\varepsilon(x, y) = \begin{pmatrix}
-N_\ell^T(u_\ell + t_\ell y) \\
-M_\ell^T(u_\ell + t_\ell y) - t_\ell(N_\ell x + M_\ell y + q_\ell)
\end{pmatrix} - \begin{pmatrix}
0 \\
t_\ell \zeta_\ell
\end{pmatrix},
\]

(2.15)

where \( u_\ell, t_\ell, \) and \( \zeta_\ell \) are the same as in Lemma 2.1.

As a result, the problem

\[
\begin{align*}
\text{minimize} & \quad f(x, y) + \sum_{\ell=1}^L p_\ell Q_\ell^\varepsilon(x, y) \\
\text{subject to} & \quad g(x, y) \leq 0, \quad h(x, y) = 0, \quad y \geq 0
\end{align*}
\]

(2.16)

is a smooth approximation of problem (2.11). We then have the following algorithm.

**Algorithm RA:**

**Step 1:** Choose \( \varepsilon_0 > 0 \) and set \( k := 0 \).

**Step 2:** Solve problem (2.16) with \( \varepsilon = \varepsilon_k \) to get a stationary point \( (x^k, y^k) \) and go to Step 3.

**Step 3:** If a stopping rule is satisfied, then terminate. Otherwise, choose an \( \varepsilon_{k+1} \in (0, \varepsilon_k) \) and return to Step 2 with \( k := k + 1 \).

In what follows, we suppose that the sequence \( \{\varepsilon_k\} \) is convergent to 0 and, for simplicity, we denote \( Q_\ell^\varepsilon \) by \( Q_\ell^k \) for each \( k \) and \( \ell \). Recall that \( F_2 \) denotes the feasible region of problem (2.11), which is the same as that of problem (2.16).
3 Convergence Analysis

We will investigate the limiting behavior of the sequence generated by Algorithm RA in this section. Our first result is concerned with the feasibility of the limit point of the generated sequence, which can be stated as follows.

**Theorem 3.1** Let \( \{(x^k, y^k)\} \) be a sequence generated by Algorithm RA and suppose that \( \{Q^k_\ell(x^k, y^k)\} \) is bounded for each \( \ell \). Then, for any accumulation point \((x^*, y^*)\) of the sequence \( \{(x^k, y^k)\} \), the vector \((x^*, y^*, z^*_1, \ldots, z^*_L)\) is feasible to problem (1.1), where

\[
z^*_\ell := \max(-(N\ell x^* + M\ell y^* + q_\ell), 0), \quad \ell = 1, \ldots, L.
\]

**Proof:** Assume without loss of generality that \( \lim_{k \to \infty} (x^k, y^k) = (x^*, y^*) \). It is obvious from the continuity of the functions \( g \) and \( h \) that

\[
g(x^*, y^*) \leq 0, \quad h(x^*, y^*) = 0, \quad y^* \geq 0.
\]

Suppose that the assertion of the theorem does not hold. Then, by Theorem 2.2, there exist some \( \ell \) and \( i \) such that

\[
y^*[i] > 0, \quad (N\ell x^* + M\ell y^* + q_\ell)[i] > 0.
\]

Therefore, we can find a constant \( \eta > 0 \) and an integer \( k_0 > 0 \) such that

\[
y^k[i] > \eta, \quad (N\ell x^k + M\ell y^k + q_\ell)[i] > \eta, \quad \forall k \geq k_0.
\]

For any \( t \leq 0 \), we define \( u^k(t) := ty^k[i]e_i - ty^k \). Since \( d \geq 0 \) and \( y^k \geq 0 \) for each \( k \), we have that, for any \( t \leq 0 \),

\[
u^k(t) \geq 0
\]

and

\[
u^k(t) + ty^k = ty^k[i]e_i \leq 0 \leq d.
\]

It then follows from the definition of \( Q^k_\ell \) that

\[
Q^k_\ell(x^k, y^k) \geq \sup \left\{ - (u^k(t) + ty^k)^T (N\ell x^k + M\ell y^k + q_\ell) - \frac{\varepsilon_k}{2}(t^2 + \|u^k(t)\|^2) \mid t \leq 0 \right\}
\]

\[
= \sup \left\{ - ty^k[i](N\ell x^k + M\ell y^k + q_\ell)[i] - \frac{\varepsilon_k}{2}t^2(1 + \|y^k[i]e_i - y^k\|^2) \mid t \leq 0 \right\}.
\]

By straightforward calculus, we can show that, for any \( k \geq k_0 \),

\[
Q^k_\ell(x^k, y^k) \geq \frac{(y^k[i](N\ell x^k + M\ell y^k + q_\ell)[i])^2}{2\varepsilon_k(1 + \|y^k[i]e_i - y^k\|^2)}
\]

\[
\geq \frac{\eta^k}{2\varepsilon_k(1 + \|y^k[i]e_i - y^k\|^2)},
\]
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where the second inequality follows from (3.1). Taking into account the fact that
\[
\lim_{k \to \infty} \|y^k[i]e_i - y^k\| = \|y^*[i]e_i - y^*\|, \quad \lim_{k \to \infty} \epsilon_k = 0,
\]
we see from (3.2) that the sequence \(\{Q_k^\ell(x^k, y^k)\}\) is unbounded. This is a contradiction and hence there must be some vectors \(z^*_\ell, \ell = 1, \ldots, L\), such that \((x^*, y^*, z^*_1, \ldots, z^*_L)\) is feasible to problem (1.1). This completes the proof.

The main convergence result can be stated as follows.

**Theorem 3.2** Suppose that Algorithm RA generates a sequence \(\{(x^k, y^k)\}\) of stationary points of problems (2.16) and, for each \(k\), \((u^k_t, t^k_t)\) is the corresponding unique optimal solution of problem (2.14) with \(\epsilon := \epsilon_k\). Assume that, for each \(\ell\), both \(Q^\ell_k(x^k, y^k)\) and \(\{t^k_t\}\) are bounded. Moreover, suppose that \((x^*, y^*)\) is an accumulation point of the sequence \(\{(x^k, y^k)\}\) such that the system
\[
g(x, y) \leq 0, \quad h(x, y) = 0, \quad y \geq 0 \tag{3.3}
\]
satisfies the MFCQ at \((x^*, y^*)\), and let
\[
z^*_\ell := \max(-(N_\ell x^* + M_\ell y^* + q_\ell), 0), \quad \ell = 1, \ldots, L \tag{3.4}
\]
and
\[
y^* := ((y^*)^T, \ldots, (y^*)^T), \quad z^* := ((z^*_1)^T, \ldots, (z^*_L)^T)^T. \tag{3.5}
\]
Then \((x^*, y^*, y^*, z^*)\) is an S-stationary point of problem (2.1).

**Proof:** Assume without loss of generality that \(\lim_{k \to \infty}(x^k, y^k) = (x^*, y^*)\). From Theorem 3.1, we have \((x^*, y^*, z^*_1, \ldots, z^*_L) \in \mathcal{F}_1\) and hence \((x^*, y^*, y^*, z^*)\) is a feasible point of (2.1). We next show that \((x^*, y^*, y^*, z^*)\) is S-stationary to problem (2.1), that is, there exist multiplier vectors \(\lambda, \mu, \nu, \alpha, \beta, \gamma\) such that (2.3)–(2.10) hold.

First of all, by the stationarity of \((x^k, y^k)\) to (2.16), there exist Lagrange multiplier vectors \(a^k \in \mathbb{R}^{n_1}, b^k \in \mathbb{R}^{n_2}\), and \(c^k \in \mathbb{R}^m\) such that
\[
\nabla f(x^k, y^k) + \sum_{\ell=1}^L p_\ell \nabla Q^\ell_k(x^k, y^k) + \nabla g(x^k, y^k)a^k + \nabla h(x^k, y^k)b^k - \begin{pmatrix} O \\ I \end{pmatrix} c^k = 0, \tag{3.6}
\]
\[
0 \geq a^k \perp (-g(x^k, y^k)) \geq 0, \quad 0 \leq c^k \perp y^k \geq 0. \tag{3.7}
\]

From (2.15), we can rewrite (3.6) as
\[
\nabla f(x^k, y^k) + \sum_{\ell=1}^L p_\ell \left( -N^T_\ell (u^k_t + t^k_t y^k) - M^T_\ell (u^k_t + t^k_t y^k) + q_\ell + \zeta^k_\ell \right) \right)
+ \nabla g(x^k, y^k)a^k + \nabla h(x^k, y^k)b^k - \begin{pmatrix} O \\ I \end{pmatrix} c^k = 0,
\]
\[
8
\]
where $\zeta_k := \zeta(x^k, y^k)$ and the function $\zeta(x, y)$ is defined as in Lemma 2.1. This condition is further equivalent to

\[ 0 = \nabla f(x^k, y^k) + \nabla g(x^k, y^k)a^k + \nabla h(x^k, y^k)b^k - \left( \begin{array}{c} O \\ I \end{array} \right) c^k \]

\[ - \sum_{\ell=1}^L p_\ell t_\ell \left( \begin{array}{c} O \\ I \end{array} \right) (N_\ell x^k + M_\ell y^k + q_\ell + c^k_\ell) - \sum_{\ell=1}^L p_\ell \left( \frac{N^T_\ell}{M^T_\ell} \right) (u^k_\ell + t^k_\ell y^k). \tag{3.9} \]

We next prove that the sequences $\{a^k\}$, $\{b^k\}$ and $\{c^k\}$ are bounded. To this end, let

\[ \rho_k := \sum_{i=1}^{s_1} a^k[i] + \sum_{i=1}^{s_2} |b^k[i]| + \sum_{i=1}^{m} c^k[i]. \tag{3.10} \]

Suppose that at least one of the sequences $\{a^k\}$, $\{b^k\}$ and $\{c^k\}$ is unbounded. We then have $\lim_{k \to \infty} \rho_k = +\infty$ and, taking a subsequence if necessary, we may assume that the limits

\[ \bar{a}[i] := \lim_{k \to \infty} \frac{a^k[i]}{\rho_k}, \quad i = 1, \cdots, s_1, \]

\[ \bar{b}[i] := \lim_{k \to \infty} \frac{b^k[i]}{\rho_k}, \quad i = 1, \cdots, s_2, \]

\[ \bar{c}[i] := \lim_{k \to \infty} \frac{c^k[i]}{\rho_k}, \quad i = 1, \cdots, m \]

exist. It is clear from (3.10) that

\[ \sum_{i=1}^{s_1} \bar{a}[i] + \sum_{i=1}^{s_2} \bar{b}[i] + \sum_{i=1}^{m} \bar{c}[i] = 1. \]

For each $\ell$, since $\{t^k_\ell\}$ is bounded and

\[ 0 \leq u^k_\ell \leq d - t^k_\ell y^k, \quad \forall k, \]

we see that $\{u^k_\ell\}$ is bounded. Moreover, by the continuity of the functions given in Theorem 2.3, $\{\zeta^k_\ell\}$ is also bounded. Thus, dividing (3.9) by $\rho_k$ and taking a limit, we get

\[ \nabla g(x^*, y^*) \bar{a} + \nabla h(x^*, y^*) \bar{b} - \left( \begin{array}{c} O \\ I \end{array} \right) \bar{c} = 0. \]

Furthermore, taking (3.7) and (3.8) into account, we obtain $\bar{a} \geq 0, \bar{c} \geq 0$, and

\[ \bar{a}[i] = 0, \quad i \notin \mathcal{I}_y(x^*, y^*), \]

\[ \bar{c}[i] = 0, \quad i \notin \mathcal{I}_\pi(x^*, y^*), \]

where $\pi : \mathbb{R}^{n+m} \to \mathbb{R}^m$ is given by $\pi(x, y) := y$. It then follows that

\[ \sum_{i \in \mathcal{I}_y(x^*, y^*)} \bar{a}[i] + \sum_{i=1}^{s_2} |\bar{b}[i]| + \sum_{i \in \mathcal{I}_\pi(x^*, y^*)} \bar{c}[i] = 1, \]

\[ \bar{a}[i] \geq 0, \quad i \in \mathcal{I}_y(x^*, y^*), \]

\[ \bar{c}[i] \geq 0, \quad i \in \mathcal{I}_\pi(x^*, y^*), \]
and
\[
\sum_{i \in \mathcal{I}_o(x^*, y^*)} \bar{a}[i] \nabla g_i(x^*, y^*) + \sum_{i=1}^{q_2} \bar{b}[i] \nabla h_i(x^*, y^*) - \sum_{i \in \mathcal{I}_n(x^*, y^*)} \bar{c}[i] \left( \begin{array}{c} 0 \\ e_i \end{array} \right) = 0.
\]

This contradicts the assumption that the system (3.3) satisfies the MFCQ at \((x^*, y^*)\) and hence all the sequences \(\{a^k\}, \{b^k\}, \text{ and } \{c^k\}\) are bounded. Recall that \(\{t^k_\ell\}, \{u^k_\ell\}, \text{ and } \{\zeta^k_\ell\}\) are also bounded for each \(\ell\).

Now let us proceed to showing (2.3)-(2.10) step by step. First we show (2.3) and (2.4). Let
\[
\begin{align*}
\lambda^k & := a^k, \\
\mu^k & := b^k, \\
\alpha^k_\ell & := p_\ell(d[i] - u^k_\ell[i] - t^k_\ell y^k_\ell[i]), \\
\beta^k_\ell & := \frac{1}{\ell} c^k_\ell[i] + p_\ell t^k_\ell(N_\ell x^k + M_\ell y^k + q_\ell + \zeta^k_\ell)[i], \\
\gamma^k_\ell & := p_\ell(u^k_\ell[i] + t^k_\ell y^k_\ell[i]), \\
\nu^k_\ell & := \beta^k_\ell + M^T_\ell \gamma^k_\ell,
\end{align*}
\]
and
\[
\begin{align*}
\alpha^k & := \begin{pmatrix} \alpha^k_1 \\ \vdots \\ \alpha^k_L \end{pmatrix}, \\
\beta^k & := \begin{pmatrix} \beta^k_1 \\ \vdots \\ \beta^k_L \end{pmatrix}, \\
\gamma^k & := \begin{pmatrix} \gamma^k_1 \\ \vdots \\ \gamma^k_L \end{pmatrix}, \\
\nu^k & := \begin{pmatrix} \nu^k_1 \\ \vdots \\ \nu^k_L \end{pmatrix}.
\end{align*}
\]
Then (3.9) can be rewritten as
\[
0 = \begin{pmatrix} \nabla_x f(x^k, y^k) \\ \nabla_y f(x^k, y^k) \\ 0 \\ d \end{pmatrix} + \begin{pmatrix} \nabla_x g(x^k, y^k) \\ \nabla_y g(x^k, y^k) \\ O \\ O \end{pmatrix} \lambda^k + \begin{pmatrix} \nabla_x h(x^k, y^k) \\ \nabla_y h(x^k, y^k) \\ O \\ O \end{pmatrix} \mu^k
+ \begin{pmatrix} O \\ -D^T \\ I \\ O \end{pmatrix} \nu^k - \begin{pmatrix} O \\ O \\ I \\ O \end{pmatrix} \alpha^k - \begin{pmatrix} O \\ O \\ I \\ M^T \end{pmatrix} \beta^k - \begin{pmatrix} N^T \\ O \\ M^T \end{pmatrix} \gamma^k,
\]
where \(d, D, N, \text{ and } M\) are defined as in (2.2). Since all the multiplier vectors are bounded, without loss of generality, we may assume that
\[
\lambda := \lim_{k \to \infty} \lambda^k, \quad \mu := \lim_{k \to \infty} \mu^k, \quad \nu := \lim_{k \to \infty} \nu^k,
\]
and
\[
\alpha := \lim_{k \to \infty} \alpha^k, \quad \beta := \lim_{k \to \infty} \beta^k, \quad \gamma := \lim_{k \to \infty} \gamma^k.
\]
Taking a limit in (3.17), we obtain (2.3) immediately. Moreover, we have (2.4) from (3.7) and (3.11) by letting \( k \to \infty \).

We next prove (2.5)–(2.10). To this end, we let

\[
z_\ell^k := \max(-(N_\ell x^k + M_\ell y^k + q_\ell), 0), \quad \ell = 1, \cdots, L	ag{3.18}
\]

and

\[
y^k := ((y^k)^T, \cdots, (y^k)^T), \quad z^k := ((z_1^k)^T, \cdots, (z_L^k)^T).	ag{3.19}
\]

Recall that, for each \( \ell \) and each \( k \), \((u_\ell^k, t_\ell^k)\) is a Karush-Kuhn-Tucker point of problem (2.14) with \( \epsilon = \epsilon_k \). Thus, the Lagrange multiplier vectors \( \zeta_\ell^k, \eta_\ell^k, \) and \( \xi_\ell^k \) satisfy

\[
(N_\ell x^k + M_\ell y^k + q_\ell) + \epsilon_k u_\ell^k + \zeta_\ell^k - \eta_\ell^k = 0,
\]

\[
(y^k)^T(N_\ell x^k + M_\ell y^k + q_\ell) + \epsilon_k t_\ell^k + (y^k)^T \zeta_\ell^k + \xi_\ell^k = 0,
\]

\[
0 \leq \zeta_\ell^k \perp (d - u_\ell^k - t_\ell^k y^k) \geq 0,
\]

\[
0 \leq \eta_\ell^k \perp u_\ell^k \geq 0,
\]

\[
0 \leq \xi_\ell^k \perp (-t_\ell^k) \geq 0.
\]

Moreover, for any index \( j \) with \( 1 \leq j \leq mL \), there exist \( \ell \) and \( i \) such that

\[
1 \leq \ell \leq L, \quad 1 \leq i \leq m, \quad j = (\ell - 1)m + i.	ag{3.25}
\]

It is obvious that \( \alpha^k \geq 0 \) and \( z^k \geq 0 \) from the definitions (3.13), (3.18) and (3.19) for every \( k \). Taking a limit, we obtain \( \alpha \geq 0 \) and \( z^* \geq 0 \). Suppose \( z^*[j] > 0 \) and let \( \ell \) and \( i \) satisfy (3.25). Then, since \( z_\ell^*[i] > 0 \), it follows from (3.4) that \((N_\ell x^* + M_\ell y^* + q_\ell)[i] < 0 \). We then have from (3.20) and (3.23) that

\[
\zeta_\ell^k[i] \geq \zeta_\ell[i] - \eta_\ell^k[i] = -(N_\ell x^k + M_\ell y^k + q_\ell)[i] - \epsilon_k u_\ell^k[i] \to -(N_\ell x^* + M_\ell y^* + q_\ell)[i] > 0.
\]

This implies that \( \zeta_\ell^k[i] > 0 \) when \( k \) is sufficiently large and so, by (3.22),

\[
u_\ell^k[i] + t_\ell^k y_\ell^k[i] = d^*[i].
\]

Therefore, we have from the definition (3.13) that \( \alpha^k[j] = \alpha^k[i] = 0 \) for all \( k \) sufficiently large. By taking a limit, we have \( \alpha[j] = 0 \) and hence (2.5) holds.

It is easy to see that \( y^* \geq 0 \). Suppose \( y^*[j] > 0 \) and let \( \ell \) and \( i \) satisfy (3.25). Then, since \( y^*[j] = y^*[i] > 0 \), by Theorem 2.2, there must hold \((N_\ell x^* + M_\ell y^* + q_\ell)[i] = 0 \). Moreover, we have \( y^k[i] > 0 \) when \( k \) is sufficiently large. Thus, it follows from (3.8) that \( \zeta^k[i] = 0 \) for all \( k \) sufficiently large. In addition, it follows from Theorem 2.3 that the sequences \( \{\zeta_\ell^k[i]\} \) and \( \{\eta_\ell^k[i]\} \) are bounded. Taking a subsequence if necessary, we may
assume that both the sequences are convergent. We claim that \( \{\zeta^k[i]\} \) is convergent to 0. Otherwise, we have from (3.20) that the limit of \( \{\eta^k[i]\} \) must be positive. This means that, when \( k \) is sufficiently large, there holds \( \eta^k[i] > 0 \) and so, by (3.23), \( u^k_\ell[i] = 0 \). Therefore, we have that, when \( k \) is large sufficiently,
\[
d[i] - u^k_\ell[i] - t^k_\ell y^k[i] = d[i] - t^k_\ell y^k[i] \geq d[i] > 0
\]
and hence, by (3.22), \( \zeta^k[i] = 0 \). This is a contradiction. Hence, the sequence \( \{\zeta^k[i]\} \) must be convergent to 0. Thus, taking a limit in (3.14) and noting that \( \{t^k_\ell\} \) is bounded, we obtain
\[
\beta[j] = \lim_{k \to \infty} \beta^k[j] = \lim_{k \to \infty} \beta^k_\ell[i] = 0.
\]
This shows (2.6) and (2.7).

It is easy to see that \( Nx^* + My^* + q + z^* \geq 0 \). Suppose \( (Nx^* + My^* + q + z^*)[j] > 0 \) and let \( \ell \) and \( i \) satisfy (3.25). Then, since \( (N_c x^* + M_c y^* + q_c + z^*_c)[i] > 0 \), it follows from (3.4) that \( (N_c x^* + M_c y^* + q_c)[i] > 0 \) and hence, by Theorem 2.2, \( y^*[i] = 0 \). Moreover, we have from (3.20) and (3.22)–(3.23) that
\[
\eta^k_\ell[i] = (N_c x^k + M_c y^k + q_c)[i] + \epsilon_k u^k_\ell[i] + \zeta^k_\ell[i] \\
\geq (N_c x^k + M_c y^k + q_c)[i] \\
\rightarrow (N_c x^* + M_c y^* + q_c)[i] \\
> 0.
\]
In consequence, \( \eta^k_\ell[i] > 0 \) when \( k \) is sufficiently large and then, by (3.23), we have \( u^k_\ell[i] = 0 \). Taking a limit in (3.15) and noting that \( \{t^k_\ell\} \) is bounded, we obtain
\[
\gamma[j] = \lim_{k \to \infty} \gamma^k[j] = \lim_{k \to \infty} \gamma^k_\ell[i] = 0
\]
and hence (2.8) and (2.9) hold.

Let \( I^* \) be defined as in (2.10) and suppose \( j \in I^* \). Note that
\[
u^k_\ell[i] \geq 0, \quad t^k_\ell \leq 0, \quad c^k[i] \geq 0, \quad \forall k
\]
and \( (Nx^* + My^* + q + z^*)[j] = 0 \) implies \( (N_c x^* + M_c y^* + q_c + z^*_c)[i] = 0 \), where \( \ell \) and \( i \) satisfy (3.25), and hence \( (N_c x^* + M_c y^* + q_c)[i] \leq 0 \) by (3.4). We first show that \( \{\eta^k_\ell[i]\} \) is convergent to 0. Otherwise, without loss of generality, we assume \( \lim_{k \to \infty} \eta^k_\ell[i] > 0 \). It then follows from (3.23) that \( u^k_\ell[i] = 0 \) holds for each \( k \) sufficiently large. Since \( \lim_{k \to \infty} y^k[i] = 0 \) and \( \{t^k_\ell\} \) is bounded, we have from (3.22) that \( \zeta^k_\ell[i] = 0 \) holds for each \( k \) sufficiently large. Thus, by (3.20), we obtain
\[
(N_c x^* + M_c y^* + q_c)[i] = \lim_{k \to \infty} (N_c x^k + M_c y^k + q_c)[i] = \lim_{k \to \infty} \eta^k_\ell[i] > 0,
\]
which is a contradiction. Therefore, the sequence \( \{\eta^k_\ell[i]\} \) must be convergent to 0. Hence, (3.20) yields
\[
\lim_{k \to \infty} (N_c x^k + M_c y^k + q_c + \zeta^k_\ell)[i] = \lim_{k \to \infty} (\eta^k_\ell[i] - \epsilon_k u^k_\ell[i]) = 0.
\]
We then have from (3.14)–(3.15) that

\[ \beta[j] = \lim_{k \to \infty} \beta_k^j \geq \lim_{k \to \infty} p_t^k (N_t x^k + M_t y^k + q_t + \zeta_t^k)[i] = 0 \]

and

\[ \gamma[j] = \lim_{k \to \infty} \gamma_k^j \geq \lim_{k \to \infty} p_t^k y^k[i] = 0. \]

This indicates that (2.10) holds.

Therefore, the multiplier vectors \( \lambda, \mu, \nu, \alpha, \beta, \) and \( \gamma \) indeed satisfy conditions (2.3)–(2.10) and so \( (x^*, y^*, y^*, z^*) \) is an S-stationary point of problem (2.1). This completes the proof of the theorem. \( \square \)

From the proof of the above theorem, we see that, in Algorithm RA, problem (2.16) with \( \epsilon = \epsilon_k \) is equivalent to the mixed complementarity system consisting of (3.7)–(3.9) and (3.20)–(3.24), which may not be very difficult to handle.

4 Problem with Continuous Random Variable

In this section, we consider the here-and-now problem

\[
\begin{align*}
\text{minimize} \quad & f(x, y) + E_{\omega}[d^T z(\omega)] \\
\text{subject to} \quad & g(x, y) \leq 0, \; h(x, y) = 0, \\
& 0 \leq y \perp (N(\omega)x + M(\omega)y + q(\omega) + z(\omega)) \geq 0, \\
& z(\omega) \geq 0, \quad \forall \omega \in \Omega, \\
& x \in \mathbb{R}^n, \; y \in \mathbb{R}^m, \; z(\cdot) \in C(\Omega),
\end{align*}
\]

where \( \omega \) is a continuous random variable, \( \Omega := [a_1, b_1] \times \cdots \times [a_\nu, b_\nu] \subset \mathbb{R}^\nu, \) \( E_{\omega} \) means expectation with respect to \( \omega \in \Omega, \) and \( C(\Omega) \) is the family of continuous functions from \( \Omega \) into \( \mathbb{R}^m. \) In addition, \( f, g, h, d \) are the same as in (1.1), \( N : \Omega \to \mathbb{R}^{m \times n}, \; M : \Omega \to \mathbb{R}^{n \times m}, \) and \( q : \Omega \to \mathbb{R}^m \) are all continuous. Without loss of generality, we assume that \( \Omega := [0, 1]^\nu. \)

Let \( \zeta : \Omega \to [0, +\infty) \) be the continuous probability density function.

We next employ a Monte Carlo method [10] for numerical integration to discretize problem (4.1). This method utilizes a \textit{uniformly distributed} infinite sequence \( \Omega_\infty := \{\omega_1, \omega_2, \cdots\} \subseteq \Omega, \) which is dense in \( \Omega. \) Therefore, the following problem is an appropriate discrete approximation of problem (4.1): For a given integer \( L > 0 \) and a given finite subset \( \Omega_L := \{\omega_1, \cdots, \omega_L\} \subseteq \Omega_\infty, \)

\[
\begin{align*}
\text{minimize} \quad & f(x, y) + \frac{1}{L} \sum_{\ell=1}^{L} \zeta(\omega_\ell)d^T z(\omega_\ell) \\
\text{subject to} \quad & g(x, y) \leq 0, \; h(x, y) = 0, \\
& 0 \leq y \perp (N(\omega_\ell)x + M(\omega_\ell)y + q(\omega_\ell) + z(\omega_\ell)) \geq 0, \\
& z(\omega_\ell) \geq 0, \quad \ell = 1, \cdots, L.
\end{align*}
\]
This problem has been discussed in the previous sections.

Suppose that \((x^L, y^L, z^L(\omega_1), \ldots, z^L(\omega_L))\) is an optimal solution of problem (4.2) for each \(L\) and \(\{(x^L, y^L)\}\) converges to a point \((x^*, y^*)\) as \(L \to +\infty\). Let us define
\[
\tilde{z}^L(\omega_\ell) := \max \left\{ - (N(\omega_\ell)x^L + M(\omega_\ell)y^L + q(\omega_\ell)), 0 \right\}, \quad \ell = 1, \cdots, L, \tag{4.3}
\]
\[
z^*(\omega) := \max \left\{ - (N(\omega)x^* + M(\omega)y^* + q(\omega)), 0 \right\}, \quad \omega \in \Omega. \tag{4.4}
\]

We then have
\[
\left( f(x^L, y^L) + \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) d^T \tilde{z}^L(\omega_\ell) \right) - \left( f(x^L, y^L) + \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) d^T \tilde{z}^L(\omega_\ell) \right) = \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) d^T \min \left\{ N(\omega_\ell)x^L + M(\omega_\ell)y^L + q(\omega_\ell) + z^L(\omega_\ell), z^L(\omega_\ell) \right\} \geq 0,
\]
where the equality follows from (4.3) and the inequality follows from the feasibility of \((x^L, y^L, z^L(\omega_1), \ldots, z^L(\omega_L))\) in (4.2). Thus, \((x^L, y^L, \tilde{z}^L(\omega_1), \cdots, \tilde{z}^L(\omega_L))\) is also an optimal solution of problem (4.2). We next show that \((x^*, y^*)\) together with \(z^*(\cdot)\) is an optimal solution of problem (4.1). Note that \(z^*(\cdot) \in C(\Omega)\) by (4.4). Moreover, since \(\Omega = [0, 1]^r\), any continuous function must be integrable on \(\Omega\). In addition, it is well known that
\[
\lim_{L \to \infty} \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) = \int_{\Omega} \zeta(\omega) d\omega = 1 \tag{4.5}
\]
and, for any \(z(\cdot) \in C(\Omega)\),
\[
\lim_{L \to \infty} \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) d^T z(\omega_\ell) = \int_{\Omega} \zeta(\omega) d^T z(\omega) d\omega. \tag{4.6}
\]

**Theorem 4.1** The point \((x^*, y^*)\) together with \(z^*(\cdot)\) is an optimal solution of (4.1).

**Proof:** First of all, we note that, since the sequence \(\{\omega_\ell\}\) is dense in \(\Omega\), and \(N(\cdot), M(\cdot), q(\cdot)\) are all continuous, \((x^*, y^*, z^*(\cdot))\) is feasible to problem (4.1). Let \((x, y, z(\cdot))\) be an arbitrary feasible solution of (4.1). It is obvious that \((x, y, z(\omega_1), \cdots, z(\omega_L))\) is feasible to problem (4.2) for every \(L\). Since \((x^L, y^L, \tilde{z}^L(\omega_1), \cdots, \tilde{z}^L(\omega_L))\) is an optimal solution of (4.2) as shown earlier, we have
\[
\left( f(x^*, y^*) + \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) d^T \tilde{z}^*(\omega_\ell) \right) - \left( f(x^*, y^*) + \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) d^T \tilde{z}^*(\omega_\ell) \right) \leq \left( f(x^L, y^L) + \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) d^T \tilde{z}^L(\omega_\ell) \right) - \left( f(x^L, y^L) + \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) d^T \tilde{z}^L(\omega_\ell) \right) \leq \left| f(x^*, y^*) - f(x^L, y^L) \right| + \frac{1}{L} \sum_{\ell=1}^L \zeta(\omega_\ell) \left| d^T \left( z^*(\omega_\ell) - \tilde{z}^L(\omega_\ell) \right) \right|. \tag{4.7}
\]
It is easy to see from the definitions (4.3) and (4.4) that
\[
\left| d^T \left( z^*(\omega_\ell) - \tilde{z}^L(\omega_\ell) \right) \right| \leq \left| d^T \left( N(\omega_\ell)(x^* - x^L) + M(\omega_\ell)(y^* - y^L) \right) \right|, \quad \ell = 1, \cdots, L.
\]
By the boundedness of the functions \(N(\cdot)\) and \(M(\cdot)\) and the sequence \(\left\{ \frac{1}{L} \sum_{\ell=1}^{L} \zeta(\omega_{\ell}) \right\} \), we have
\[
\lim_{L \to \infty} \frac{1}{L} \sum_{\ell=1}^{L} \zeta(\omega_{\ell}) \left| d^{T} \left( z^{*}(\omega_{\ell}) - \bar{z}^{L}(\omega_{\ell}) \right) \right| = 0.
\] (4.8)

Thus, by letting \(L \to +\infty\) in (4.7) and taking (4.6) and (4.8) into account, we obtain
\[
f(x^{*}, y^{*}) + \int_{\Omega} \zeta(\omega) d^{T} z^{*}(\omega) d\omega \leq f(x, y) + \int_{\Omega} \zeta(\omega) d^{T} z(\omega) d\omega,
\] (4.9)
which means
\[
f(x^{*}, y^{*}) + E_{\omega}[d^{T} z^{*}(\omega)] \leq f(x, y) + E_{\omega}[d^{T} z(\omega)].
\]

This implies that the point \((x^{*}, y^{*})\) together with \(z^{*}(\cdot)\) constitutes an optimal solution of problem (4.1).

\[\square\]

5 Conclusions

The SMPEC (1.1) has been discussed in [8] and two penalty methods have been proposed there. The main difficulty with the two methods consists in the feasibility of a limit point of the generated sequence, which has not been addressed completely. In this paper, based on a reformulation given in [8], we propose a regularization method for solving the SMPEC (1.1). It has been shown that, under a weak condition, an accumulation point of the generated sequence is a feasible point of the original problem. Global convergence to an S-stationary point of the problem has also been established under some additional assumptions. However, we have to admit that, among those assumptions, the boundedness of \(Q^{k}_{\ell}(x^{k}, y^{k})\) and \(t^{k}_{\ell}\) is rather a restrictive assumption. So far, we have been able to neither get rid of this assumption nor find useful sufficient conditions that ensure it. It is a future subject of research to address these questions.
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